Table of Contents for Functional Testing Plans

1. Introduction
1

1.1. Problem Overview
1

1.1.1. Background of Surveillance
1

1.1.2. Using Hyperspectral Images for Surveillance
1

1.2. Software Requirements
2

1.2.1. Functional Requirements for ATR
2

1.2.2. Performance Requirements for ATR
2

1.3. Solution Overview
2

1.3.1. Software Architecture Overview
3

2. Testing Plan
4

2.1. Testing Plan Overview
4

2.2. Testing for the Preliminary Processor
4

2.2.1. Testing of Hough Transform
5

2.2.1.1. Testing Plan for Hough Transform
5

2.2.1.2. Modifications for Hough Transform
5

2.2.2. Testing of Normalized Cross-Correlation
5

2.2.2.1. Testing Plan for Normalized Cross-Correlation
5

2.2.2.2. Modifications for Normalized Cross-Correlation
6

2.2.3. Testing of Hyperspectral Analysis
7

2.2.3.1. Testing Plan for Hyperspectral Analysis
7

2.2.3.2. Modification Plan for Hyperspectral Analysis
7

2.2.4. Overall Algorithm Testing
7

2.2.5. Testing of Feature Extraction and Speed
8

2.3. Testing for the Neural Network
8

2.3.1. Overall Architecture of the Neural Network
8

2.3.1.1. Neural Network Type
9

2.3.1.2. Activation Function
9

2.3.1.3. The 2n Rule of Thumb
9

2.3.1.4. Training Error
9

2.3.1.5. Classification Interpretation
10

2.3.2. Testing Using Features from Jpeg Images
10

2.3.2.1. Initial Features and Modification Plan
10

2.3.2.2. Initial Neural Network Architecture and Modification Plan
10

2.3.2.3. Training Plans for Neural Network
11

2.3.2.4. Validation and Modification Plans
12

2.3.3. Testing Using Features from Hyperspectral Images
12

2.3.3.1. Initial Feature and Modification Plan
12

2.3.3.2. Initial Neural Network Architecture and Modification Plan
13

2.3.3.3. Training Plans for Neural Network
13

2.3.3.4. Validation and Modification Plans
14

3. Testing Plan Schedule
14

1. Introduction

1.1. Problem Overview

1.1.1. Background of Surveillance

Surveillance is an important aspect of defense of any sort.  The knowledge of surrounding terrain as well as the locations and movements of allies and enemies are vital to a successful campaign.  Historically, human scouts risked their lives to physically gather information about surrounding terrain and locate and track enemy forces.  With the advent of technology, surveillance is now done primarily by machines, specifically satellites.  Satellites now take digital pictures of the nearly the entire Earth’s surface roughly once every 10 seconds.  Sensors on satellites are capable of perceiving and recording reflected light wavelengths well beyond the spectrum visible to the human eye.  Images containing information from multiple wavelengths are stored in hyperspectral images.  (For a description of hyperspectral images, see the Software Design Document.)

1.1.2. Using Hyperspectral Images for Surveillance

Hyperspectral images are useful in surveillance because they contain a large amount of data not visible to the un-aided human eye.  Different materials will have different hyperspectral signatures, thus making it easier to distinguish man-made materials from natural terrain.  Camouflage techniques such as painting or covering a vehicle to blend into the surrounding terrain will not change the hyperspectral signature of that vehicle.  Hyperspectral signatures are also relatively unaffected by weather conditions or time of day, both of which will make identification difficult with simple color images. 

The problem with using hyperspectral images for surveillance is the large amount of data.  Although the additional data is useful in identification of objects within images, it also takes more time to analyze.  A monitor can only display three colors (red, green, and blue), and so can only display three layers at one time.  A human analyst can only meaningfully view a few layers at a once, and therefore could take several hours to look through a single image.  Having a human analyst process several hundred images would be an impractical use of man-power and money.  In real-time tactical situations enemy units could move faster than hyperspectral images could be analyzed.  Information on where units are now is much more relevant than where units where an hour ago.  A system must be developed to speed up the process of locating enemy units.   

Our sponsor, the United Stated Air Force, is interested in a system that can quickly and accurately locate potentially hostile vehicles within hyperspectral images.  The benefits of this system would include devaluing current camouflage techniques through the use of hyperspectral analysis without a significant increase in man-power.

1.2. Software Requirements 

1.2.1. Functional Requirements for ATR

1. Process Hyperspectral Images

· System must read in and process hyperspectral images.  Images will be standardized prior to processing.

· Potential target locations and feature vectors extracted from images will be output to a text file

2. Output potential target locations with confidence rating

· Pixel locations of potential targets will be output with confidence ratings of likelihood of being a hostile vehicle. 
· Outputs will be displayed on the command line screen and written to a text file.
1.2.2. Performance Requirements for ATR

1. Reliably classify hostile vehicles

· Reliability goal for this project is less than 1% false negatives (failure to classify vehicle as target), and no more than 20% false positives (classifying object other than vehicle as target).

2. Process hyperspectral images quickly

· Processing time goal for this project is seven images processed per minute, using pre-processor and pre-trained neural network.
1.3. Solution Overview

The Automatic Target Recognition (ATR) project will search hyperspectral images using three image-processing algorithms to locate and highlight potentially hostile vehicles as targets.  A preliminary processing stage will process the hyperspectral images using the Hough Transform, normalized cross-correlation, and hyperspectral analysis.  Features extracted from areas highlighted in the preliminary processor as potential targets will be fed into a neural network for classification.  The neural network will output a confidence rating for each potential target’s probability of being a hostile vehicle, as well as the pixel location of each potential target.  The ATR system will process images quickly and accurately.  The ATR system will not eliminate the use of a human operator; just limit the amount of time a human analyst needs to spend locating hostile vehicles.  A human analyst will be required only to initialize the process, and to make a final judgment on the neural network classification.  
1.3.1. Software Architecture Overview

The Automatic Target Recognition (ATR) system has two distinct modules, a preliminary processor and a neural network.  Standardized images are input into the preliminary processor.  The preliminary processor outputs an intermediate text file containing a feature vector.  The neural network reads in the intermediate text file, and outputs location and a confidence rating of potential targets.  (For a more in-depth look at the architecture of the ATR system, refer to the Software Design Document.)







Figure 1.3.1.1 Overall Architecture of the ATR system

Hyperspectral images will be standardized prior to being input into the ATR system.  The standardizing will consist of reformatting all images to have a standard pixel depth, contain only layers 5 – 25 (409.75nm – 616.08nm), and be saved in a TIFF format.

In the initial analysis phase, the preliminary processor searches the standardized images for potential target using three separate algorithms.  .  First, the Hough Transform will be used to locate straight-line tracks in the whole image.  Second, normalized cross-correlation will be run through the entire image to locate areas that “look” similar to hostile vehicles.  Third, the hyperspectral analysis will be run on any area with a high response to the cross-correlation that falls within 10 pixels of tracks found by the Hough Transform.  If all three algorithms produce a positive result, features will be extracted from that location.  These features will be normalized and output to the intermediate text file.   

An intermediate text file is used to pass the feature vector from the preliminary processor to the neural network.  One text file will be created for each image processed, and may contain zero or more potential targets.  For each potential target, the text file will contain a pixel location and a vector of features extracted from the image at that location.  The feature vector will be a list of normalized numbers, where each number represents a measurable feature extracted from the input image.  

In the second analysis phase, the intermediate text file is read in and input to a neural network.  Neural networks are information processing systems inspired by the structure of the human brain.  Neural networks can be “trained” to distinguish patterns in input data.  Once a neural network is trained, it can then classify new input data based on the patterns found in training.  The neural network in the ATR system will classify the input feature vector as being a target, or not a target.  The output of the neural net will be the pixel location of the input feature vector and a confidence rating of that location being a target.  

The final output of the ATR system is the pixel locations of potential targets and the confidence rating of each location.  Locations and confidence ratings are output to the screen for immediate analysis, and to a text file for later analysis.  
2. Testing Plan

2.1. Testing Plan Overview

Accuracy is the most important requirement of the ATR project, and will consume the majority of testing time.  The preliminary processor and neural network will each be tested independently to ensure accuracy.  Descriptions of the testing process for both preliminary processor and neural network are discussed in the remainder of this document.  Once integrated, the entire system should be tested to verify the overall accuracy.
2.2. Testing for the Preliminary Processor

The preliminary processor will be tested for:

· Accuracy:  The preliminary processor will be expected to perform with a minimum of 85% accuracy.  Both false positives and false negatives are counted as inaccuracies.

·  Speed.  Since most of the processing time per image will occur in the preliminary processor, the speed requirement must be met here. 

The three algorithms in the preliminary processor will be testing independently to ensure local accuracy.  Once the accuracy of the individual algorithms is verified, the three algorithms will be chained together and tested to ensure global accuracy.  Feature extraction should be tested to ensure that features are extracted in a consistent and predictable manner.  Once the algorithms and the feature extraction are functioning up to spec, the entire preliminary processor should be tested to ensure proper functioning overall.  Once accuracy has been verified, the preliminary processor should be tested to ensure the speed requirements are met.

2.2.1. Testing of Hough Transform

2.2.1.1. Testing Plan for Hough Transform

The Hough Transform will be used to locate tracks in the input images.  Testing of the Hough Transform will verify that the algorithm achieves a reasonable level of accuracy in the detection of tracks.  The Hough Transform will be expected to correctly classify tracks in 80% of the test images.

The Hough Transform will be tested using 50-100 hyperspectral images provided by the U.S. Air Force.  The Hough Transform will be run on each image in turn.  The results of the Hough Transform will verified by a team member physically looking at the image and comparing the detected tracks with tracks visible in the image.  Both failure to locate existing tracks and classification of non-track objects as tracks will be counted as classification errors.  The Hough Transform must correctly classify all tracks, and only tracks, within an image for that image to have no classification errors.  Any inaccurate classification within an image will be counted as a classification error.  At least 80% of the test images must contain no classification errors for the Hough Transform to be considered accurate. 

2.2.1.2. Modification Plan for Hough Transform

Modifications to the Hough Transform will consist of changes to the threshold value.  The threshold value determines the sensitivity of the algorithm to lines.  Lower threshold values will lead to greater sensitivity to and detect shorter and finer lines.  Higher threshold values will be less sensitive, and detect only harder better-defined lines.  The threshold value will be decreased to remedy consistent failure to detect tracks.  The threshold value will be increased to remedy consistent classification of non-track objects as tracks.
2.2.2. Testing of Normalized Cross-Correlation

2.2.2.1. Testing Plan for Normalized Cross-Correlation

Normalized Cross-Correlation will be used to find object that look like hostile vehicles.  Testing of normalized cross-correlation will ensure that hostile vehicles are accurately classified as potential targets, while other object are not classified as potential targets.  Normalized cross-correlation will be expected to classify objects correctly with 60% accuracy.

Normalized cross-correlation will be tested using the same 50-100 images as the Hough Transform.  The normalized cross-correlation algorithm will be run on each image in the test images in turn.  The results of normalized cross-correlation will be verified by a team member physically looking at the image and comparing the detected potential targets with tanks and trucks visible in the image.  Both a failure to classify a tank or truck as a hostile vehicle, or classifying a non-tank or non-truck object as a hostile vehicle will be counted as a classification error.  The normalized cross-correlation must correctly classify all hostile vehicles, and only hostile vehicles, within an image for that image to have no classification errors.  Any inaccurate classification within an image will be counted as a classification error.  At least 60% of the test images must contain no classification errors for normalized cross-correlation to be considered accurate.

2.2.2.2. Modification for Normalized Cross-Correlation

Modifications to the normalized cross-correlation will consist of changes to the threshold value, or changes to the kernel.  The threshold value determines the sensitivity of the cross-correlation to objects.  The kernel defines what a target should look like.

  A high threshold value will classify only areas that look very similar to the kernel as potential targets.  A low threshold value will classify areas that look only somewhat similar to the kernel as potential targets.  The threshold must not be set too high, because targets that are slightly different from the kernel will not be detected.  If the threshold value is too low, many objects that aren’t targets will be classified as targets.  

As the kernel represents what a target should look like, changes to the kernel can be used to broaden or narrow the criteria for looking like a target.  If a specific orientation, or a range of orientations, of a tank is being missed by the cross-correlation, then a modification to the kernel may help generalize the kernel to match closer to that orientation.  If the cross-correlation is consistently misclassifying non-targets as targets, the kernel could be modified to match more closely to what a target looks like.

2.2.3. Testing of Hyperspectral Analysis

2.2.3.1. Testing Plan for Hyperspectral Analysis

Hyperspectral analysis will be used to find areas containing metals used on vehicles: steel or depleted uranium.  Testing of hyperspectral analysis will ensure that areas containing steel or depleted uranium are detected.  Hyperspectral analysis will be expected to classify objects correctly with 100% accuracy.

Hyperspectral analysis will be tested using the same 50-100 images as the Hough Transform and normalized cross-correlation.  The hyperspectral analysis algorithm will be run on each image in the test images in turn.  The results of the hyperspectral analysis will be verified by a team member physically looking at the image and comparing the detected areas of steel or depleted uranium with tanks and trucks visible in the image.  Hyperspectral analysis looks for the existence of a value on specific hyperspectral bands contained in the image.  If a value other than zero exists on these bands, the metal exists in that area.  If a value of zero exists, then the metals do not exist in this area.  The only failure is failure to recognize the existence of a non-zero value on the specified band.  The cause of this error would be in the implementation of the algorithm, and therefore should not exist.  The entire test set, or 100% of the test images must contain no classification errors for normalized cross-correlation to be considered accurate.

2.2.3.2. Modification for Hyperspectral Analysis

There is no modification to the algorithm for hyperspectral analysis.  The algorithm finds if a non-zero value exists on a specified band, and cannot be incorrect.  Errors in classification are implementation related, and debugging of code is the only modification required.

2.2.4. Overall Algorithm Testing

Once all algorithms are tested to ensure local accuracy, they will be chained together and tested for overall accuracy.  Testing will be conducted using 100 hyperspectral images provided by the U.S. Air Force.  The images used for overall testing will not contain the images used for local algorithm testing.  The three algorithms will be run in succession on each image (See Software Design Document for information on how the algorithms are connected) in turn.  The results of the algorithms will be verified by a team member physically looking and the image and locating actual targets.  Both false negatives and false positives are counted as errors.  The overall algorithms must be accurate on 85% of classifications.

2.2.5. Testing of Feature Extraction and Speed

Due to a shortage of time, testing of feature extraction and speed will be minimal.  Feature extraction will be tested briefly during implementation.  Speed will probably not be tested for at all.

2.3. Testing for the Neural Network

The neural network will be tested for:

· Accuracy:  The neural network must meet the accuracy requirements or less than 1% false negatives and less than 20% false positives. 

The neural network must accurately distinguish targets from non-targets based on the input information: the features.  The internal structure, the activation function, and the training set size and error, as well as the number and type of the input features can affect the accuracy of the neural network.  Testing of the neural network will focus on selecting the appropriate internal structure, activation function, training set size and error, and input features, to attain the best accuracy possible. The remainder of this section will discuss the plans for testing and modifying the neural network to attain the maximum accuracy in classification of targets.

The testing plan for the neural network is divided in to two sections, testing using jpegs and testing using hyperspectral images.  Due to problems opening and accessing the hyperspectral images provided by the U.S. Air Force, an alternate testing plan was developed using jpeg images.  The jpeg images were acquired using a digital camera and toy tanks.  Because the jpeg images are quite different than the hyperspectral images, two separate testing plans have been developed.  The overall plan is to train and test using data from the jpeg images until data from the hyperspectral images is available.  If data from hyperspectral images is not available prior to the end of the ATR project, the jpeg data will be used to demonstrate the capabilities of the neural network in classification.
2.3.1. Overall Architecture of the Neural Network

Some aspects of the neural network will remain the same regardless of the whether the data comes from jpegs of hyperspectral images.  The overall structure of the neural network is discussed in this section.
2.3.1.1. Neural Network Type

The neural network chosen for use in the ATR system is a fully interconnected feedforward network with backpropagation.  This configuration is the “standard” neural network, and is the easiest neural network to implement.  Fully interconnected means that all neurons in a given layer connect as inputs to every neuron in the following layer.  Feedforward determines that all neuron outputs are used as inputs in following layers, and never in preceding layers.  Backpropagation specifies the training scheme used.  Specifically in backpropagation, the final output of the neural network is compared to the desired output.  A correct response is rewarded, while an incorrect response is punished.  (For more information on neural networks, and the architecture chosen for the ATR system, refer to the Software Design Document.)

2.3.1.2. Activation Function

The initial configuration of the neural network will use the tanh(I) activation function.  The tanh(I) activation function was chosen because it produces a wider range of values, -1 to 1, than the sinh(I) which only produces 0 to 1.  The wider range of output values will allow the neural network to better handle slight variations in features since the normalization will cover a larger area.

2.3.1.3. The 2n Rule of Thumb

The maximum number of neurons required for adequate classification in a feedforward neural network with back-propagation is 2n, where n is the number of input neurons.  The minimum number of neurons in the hidden layer is log(2)n where n is the number of input neurons.  Once the neural network is trained to the desired accuracy, the number of neurons in the hidden layer will be reduced by one and retrained until the accuracy begins to drop.  The configuration just before the loss in accuracy will be used as the final configuration.  By reducing the neurons in the hidden layer we can obtain the simplest neural network without compromising accuracy.

2.3.1.4. Training Error

The neural network will initially be trained to a .100 (10%) error threshold on the training set.  This threshold defines the percentage of improper classifications acceptable for training.  Defining thresholds that are too tight may cause the neural network train to specialize to training set.  Feature vectors not included in the training set may be similar, but not exactly the same as, the training set.  Over-training the neural network may result in improper classification of data outside the training set because outside data may exhibit patterns slightly different from those in the training set.  Should the 10% error threshold prove too tight, the neural network will be retrained to a .200 (20%) error threshold.
2.3.1.5. Classification Interpretation

The tanh(I) activation function will output a value between –1 and 1.  This value will be normalized to fall between 0 and 100.  Ideally, targets should output a confidence rating of 100 (1, before normalization) and non-targets should output a confidence rating of 0 (–1, before normalization), however the neural network will produce a number somewhere in between.  Confidence ratings for targets must fall above 50, preferably above 75.  Confidence ratings for non-targets must fall below 50, preferably below 25.

2.3.2. Testing Using Features from Jpeg Images

2.3.2.1. Initial Features and Modification Plans

The features for the training and validation set are being extracted from the jpeg images by hand using Adobe Photoshop.  Seven features are being extracted initially, and will be used in various combinations to form the feature set.  The features initially extracted are: area (measured in pixels), mean of pixel intensity, median of pixel intensity, standard deviation of pixel intensity, and color information consisting of red value, green value, and blue value for a 5x5 pixel area within the object.

The features will be tried in all possible pairings to determine the most useful combination of features.  If the target accuracy is not met with any pair of features, the pairings with the highest accuracy will be used to create three-feature sets.  Should no-three feature set meet the target accuracy, the three-feature sets with the highest accuracy will be used to create four-feature sets.  If no four-feature set meets the target accuracy, new features will be extracted and the process will repeat.   

2.3.2.2. Initial Neural Network Architecture and Modification Plans

The initial internal configuration will consist of two input neurons, one hidden layer of four neurons, and an output layer of one neuron.
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Figure 2.3.1.2.1 Initial Architecture for Neural Network using Jpeg data
The two initial neurons correspond to the two features in the input feature vector.  The output layer contains one neuron to produce the one desired output value, the confidence rating.  The four neurons in the hidden layer are determined by the 2n rule of thumb (See Section 2.3.1.3 The 2n Rule of Thumb).  

If the number of feature is increased to three, the initial internal architecture will consist of three input neurons, six hidden neurons, and one output neuron.  A four-feature vector will have an internal architecture of four input neurons, eight hidden neurons, and one output neuron.  The modification plan will still follow the plan outlined in Section 2.3.1.3 The 2n Rule of Thumb.

2.3.2.3. Training Plans for Neural Network

The initial training set will consist of 50 feature vectors taken from the jpeg images.  The number 50 was decided to try and lessen training time without compromising accuracy.  If a training set of 50 does not produce the desired accuracy, he training set will be increased in increments of 10 until the accuracy increase is minimal.  Feature vectors for training will be taken from a selection of images covering various terrains and orientations of tanks.  The training set will contain feature vectors of targets and non-targets from all locations.  Roughly half the feature vectors in the training set will correspond to targets, and half will correspond to non-targets.  Of the 50 feature vectors in the training set, 80% (40 feature vectors) will be randomly selected for training.  The remaining feature vectors will be used for cross-validation (10%) and testing (10%).  If the size of the training set is increased, the percentages of training, cross-validation, and testing will remain the same.

2.3.2.4. Validation and Modification Plans

Once the neural network is trained using the training set, it will be validated by hand.  A set of 10 feature vectors using the same features as the training set, but not included in the training set, will be used for hand validation.  A team member will run each feature vector through the trained neural network and compare the output confidence rating with the desired output.  

Accurate classification is defined by less than 20% false positives and less than 10% false negatives.  (Note: the testing using jpegs is allowed a higher false negative rate than specified by the ATR project requirements.  As the training set is hand generated, human error may play a factor in the extraction of features and may produce a higher margin of error.)  Each two-feature training set will be trained to the highest accuracy possible.  To attain the highest accuracy, the training error threshold will be adjusted, and the size of the training set may be adjusted.  If none of the training sets attain the required accuracy, the size of the feature vectors will be changed as outlined in Section 2.3.2.1 Initial Features and Modifications.  Modifications to the internal structure of the neural network will occur only after satisfactory classification accuracy is achieved. 
2.3.3. Testing Using Features from Hyperspectral Images

2.3.3.1. Initial Features and Modification Plan

The initial feature set may be extracted by hand if the preliminary processor is not capable of extracting features.  The initial features to be used as input to the neural network are size (measured in pixels), shape (circular vs. rectangular), and symmetry (determined across the longest axis).  Tanks and trucks are each of a standard size with little variation from tank to tank or truck to truck.  Both tanks and trucks are of a rectangular shape, where scraps of metal or water towers will be more circular.  Tanks and trucks will be fairly symmetrical across the long axis, while trees and natural terrain will be asymmetrical.

If the required accuracy cannot be obtained using these features, new features will be determined and different combinations of three features will be tried.  Should no combination of three features produce the required accuracy, those combinations of three producing the highest levels of accurate classification will be used to determine a four-feature set.  Various combinations of four will be tested, and if none produce the desired accuracy, a five-feature set will be determined.  Features will be added and recombined until the required accuracy is met, or the project is terminated.

2.3.3.2. Initial Neural Network Architecture and Modification Plan

The initial internal configuration will consist of three input neurons, one hidden layer of six neurons, and an output layer of one neuron.
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Figure 2.3.3.2.1 Initial Structure for ATR Neural Network

The three initial neurons correspond to the three features extracted by the preliminary processor.  The output layer contains one neuron to produce the one desired output value, the confidence rating.  The six neurons in the hidden layer are determined by the 2n rule of thumb (See Section 2.3.1.3 The 2n Rule of Thumb).  

2.3.3.3. Training Plans for Neural Network

The initial training set will consist of 500 feature vectors taken from the hyperspectral images provided by the U.S. Air Force.  The decision of a 500 part training set was made to try to lessen the time for training while still providing a good representation of the entire data set.  Larger training sets may lead to slightly better training, but will take a significant amount more time to train on.  Smaller training sets will cause the neural network to become specialized to the training set and not classify the general case accurately.  Feature vectors for training will be taken from a selection of images from all four locations.  The training set will contain feature vectors of targets and non-targets from all locations.  Of the 500 feature vectors in the training set, 80% (400 feature vectors) will be randomly selected for training.  The remaining feature vectors will be used for cross-validation (10%) and testing (10%).  

2.3.3.4. Validation and Modification Plans

Once the neural network is trained using the training set, it will be validated by hand.  A set of 100 feature vectors using the same features as the training set, but not included in the training set, will be used for hand validation.  A team member will run each feature vector through the trained neural network and compare the output confidence rating with the desired output.  

Should the neural network fail to classify the validation set accurately of the time, modifications will be made.  Accurate classification is defined by less than 20% false positives and less than 1% false negatives.  The first modification will be to adjust the error threshold, and retrain the neural network.  If adjusting the threshold value fails to produce better accuracy, features will be changed based on the outline in Section 2.3.3.1 Initial Features and Modification Plan.  Modifications to the internal structure of the neural network will occur only after satisfactory classification accuracy is achieved. 
3. Testing Plan Schedule

Testing and validation must be completed prior to completion of the ATR project.  The following schedule outlines the milestones for testing the ATR system.

April 15 – Initial Testing of Neural Network completed using Jpegs.
This includes tests of all possible pair of features extracted from the Jpeg test images.

Initial Testing of Preliminary Processor Completed.

April 22 – Validation of Neural Network completed using Jpegs.

This includes determining which two or three features produce the most accurate results, and modifying the internal structure.

Validation of Preliminary Processor Completed.
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