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1. Introduction to the Functional Requirements

1.1. Executive Summary

Modern military surveillance produces vast amount of hyperspectral data.  Because natural terrain has different hyperspectral properties than metal vehicles, it is possible to detect vehicles based on non-visible properties that may be camouflaged to the human eye.  In order to save manpower and devalue current camouflage techniques, a system must be developed to highlight the locations of potential hostile vehicles.  

1.2. Problem Description

There are two main problems with modern surveillance techniques.  The first is the amount of data generated and the time it takes to analyze this data.  Data is recorded in huge amounts, and must be analyzed separately.  A large amount of data takes a lot of manpower to sort through, and a lot of time.  The second problem with surveillance analysis is accuracy.  Factors such as weather, camouflage, and time of day can make classification difficult using just the visible spectrum.  Hyperspectral images may contain information that can be used to locate vehicles without depending on the visible spectrum, but they contain more data and take longer to sort and classify.  

The central requirements for the Automatic Target Recognition (ATR) system will be:

· Locate and highlight vehicles as potential targets 

· Output the locations of potential targets with confidence ratings.

1.3. Product Description

The Automatic Target Recognition (ATR) project will search hyperspectral images using several classification processes to locate and highlight potentially hostile vehicles as targets.  A preliminary processing stage will process the hyperspectral images using the Hough Transform, hyperspectral analysis, and a filter kernel.  Features extracted from areas highlighted in the preliminary processor as potential targets will be fed into a neural network for classification.  The neural network will output a confidence rating for each potential target’s probability of being a hostile vehicle, as well as the pixel location of each potential target.

1.4. Product Functions

The overall functionality for the Automatic Target Recognition project includes the following:

· Process Hyperspectral Images

· Output locations of potential targets with confidence rating

1.5. General Constraints

General constraints for the Automatic Target Recognition (ATR) project include time and compatibility.  The ATR project must be completed by the end of the semester, April 29, 2005.  The ATR system must be able to run on Air Force computer systems at the closure of the project.  

1.6. Assumptions

The US Air Force has provided hyperspectral data for designing and testing the Automatic Target Recognition (ATR) system.  The Air Force shall also provide software to manipulate the hyperspectral data for the duration of the semester, well as information on the contents of the data.  The hyperspectral data provided will be “standardized” to facilitate quicker algorithm development and use less storage space.

2. Overview of Software Architecture

The Automatic Target Recognition (ATR) system will have two distinct modules, a preliminary processor and a neural network.  Hyperspectral images will be standardized prior to being input into the ATR system.








Figure 2.1 Overall Architecture of the ATR system

The preliminary processor will search the standardized images for potential target using three separate algorithms.  The algorithms used will include the Hough transform to locate vehicle tracks, and hypserspectral analysis and a filter kernel for locating vehicles around these tracks.  The preliminary processor will output a text file containing locations of potential targets and a feature vector to be used as input to the neural network.

The neural network will read in the text file output by the preliminary processor.  The neural network will judge the likelihood of the input feature vector being a hostile vehicle.  The output of the neural net will be the pixel location of the input feature vector and a confidence rating of that location being a hostile vehicle.

3. Functional Requirements

3.1. Process Hyperspectral Images

Search hyperspectral images for potential hostile vehicles.  Highlight areas in images that may contain a hostile vehicle.

3.1.1. Inputs for Processing Hyperspectral Images

The hyperspectral images will serve as inputs for processing.  Hyperspectral images will be standardized prior to being input into the system.  The name of a folder that contains the standardized images will be specified when the system is run.

3.1.2. Processing of Hyperspectral Images

3.1.2.1.  Algorithms for Processing Hyperspectral Images

The standardized images will be processed using three separate algorithms.  The Hough Transform will be used to locate straight vehicle tracks within the images.  Hyperspectral analysis will be used to locate metals found on vehicles, as opposed to natural terrain, around the previously located tracks.  A filter kernel that responds strongly to hostile vehicles will also be used to locate vehicles around the located tracks.  Features will be extracted from areas that appear to contain hostile vehicles.  These features will be used as inputs for the neural network.

3.1.2.2.  Actors of Processing Hyperspectral Images

The preliminary processor will handle the processing of hyperspectral images.  The preliminary processor will read in the files and output a feature vector for the neural network to use.

3.1.3. Outputs of Processing Hyperspectral Images

A text file will be output at the completion of processing the hyperspectral images.  One text file will be created for each image processed and each image may contain zero or more potential targets.  For each potential target, the pixel location and a vector of features extracted from the location will be printed in the text file.

3.2. Output Potential Target Locations with Confidence Rating

Determine the confidence rating that a given location contains a hostile vehicle.  Output this confidence rating along with the pixel location of potential hostile vehicles.  

3.2.1. Inputs for Determining Confidence Rating

A feature vector will be the input for determining the confidence rating of a location.  This feature vector will be input in the form of a text file; the same text file output by the preliminary processor.  One text file will be created for each image processed and each image may contain zero or more potential targets.  For each potential target, the pixel location and a vector of features extracted from the location will be printed in the text file.

3.2.2. Processing for Determining Confidence Rating

3.2.2.1.  Algorithms for Determining Confidence Rating

A neural network will be used for determining the confidence ratings of likelihood of a hostile vehicle.  The neural network will be a feed-forward network with back-propagation.  The internal structure and activation function of the neural network are to be determined within the course of this project.  

3.2.2.2.  Actors for Determining Confidence Rating

A neural network will determine the confidence ratings of potential hostile vehicle locations.  The neural network will use a feature vector extracted by the preliminary processor to make a decision.  

3.2.3. Outputs for Determining Confidence Rating

The outputs on the completion of determining the confidence ratings of likelihood of a given location containing a hostile vehicle will be the location and the confidence rating.  Both pixel location and confidence rating will be output to the screen and written in a text file.

4. Use Cases

4.1. Use Case 1: Locate Potential Targets in a Set of Hyperspectral Images

4.1.1. Scenario for Use Case 1

A user wants to find potential hostile vehicles in a set of hyperspectral images.  The hyperspectral images have already been standardized.

4.1.2. Actors for Use Case 1

The user. The user has had training using the Automatic Target Recognition system.  

4.1.3. User Steps and System Responses for Use Case 1

1. The user enters the name and path of the file containing the standardized hyperspectral images.

Explanation: The user will use the MATLAB command window and enter the function name and pass the parameter of the filename and path.  If a GUI has been implemented, the user will enter the filename and path in a textbox in the GUI.

2. The ATR system will output a text file for each image processed containing pixel locations and a feature vector for each potential target found within an image.

3. The ATR system will input the text files one at a time into the neural network and output pixel locations and a confidence rating for each potential target.

4.1.4. System Behavior for Use Case 1

The architectural components active are the preliminary processor and the neural network.  The preliminary processor will receive the file name and initiate processing of the hyperspectral images.  After all images have been processed, the preliminary processor will turn over control to the neural network.  The neural network will classify potential targets and output pixel locations and confidence ratings.

5. External Interface Requirements

5.1. User Interface

The user interface is not essential to the classification of hostile vehicles in hyperspectral images and will be used mainly for demonstrative purposes.  A command-line interface will be used for development, and may be replaced by a Java GUI during the integration of the preliminary processor and neural network.

6. Performance Requirements

1. Reliably classify hostile vehicles

· Reliability goal for this project is less than 1% false negatives (failure to classify vehicle as target), and no more than 20% false positives (classifying object other than vehicle as target).

2. Process hyperspectral images quickly

· Processing time goal for this project is seven standardized images processed per minute through the preliminary-processor and pre-trained neural network.  Images will be standardized before being processed; the time for standardizing is not included in the processing time per image.

7. Design Constraints

The completed Automatic Target Recognition (ATR) system must run on U.S. Air Force computers.  Any computer languages that are accessible to the U.S. Air Force are acceptable.

8. Attributes

The Automatic Target Recognition (ATR) system must work reliably accurately.   Accuracy will be measured by the number of correct classifications relative to the total number of classifications.  Inputting a given image will generate the same classification results every time.
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